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Abstract - -We compare observations of local seismicity sequences with acoustic emissions during rock fracture, 
and find similarities in the distribution of event magnitudes which lead us to consider a model of seismicity which 
is characterized by fracture-growth laws derived from the field of fracture-mechanics and which include both 
negative and positive feedback processes. We find that the model predicts the observed negative correlation 
between the seismic b-value and the fractal dimension of the earthquake epicentres. The simple short-range 
interactions described in the model give rise to a system with a long-range order, similar to current models of 
critical processes. 

INTRODUCTION 

ARGUABLY the highest priority in the study of seismology 
is to provide some means of predicting the occurrence of 
potentially damaging earthquakes. This question has 
been studied since well before the current era of instru- 
mental seismology, but rather little practical progress 
has been made. Following the recent upsurge in interest 
in the dynamics of non-linear systems, it has been 
recognized that earthquakes may in fact be an example 
of a 'chaotic' system and therefore inherently unpredic- 
table. If this is the case, then it may not be immediately 
fruitful to attempt to study the occurrence of individual 
earthquakes, and it may instead be of more value to 
study the phenomenon of 'seismicity', or the statistical 
characteristics of an ensemble of earthquakes. 

It has been recognized for some time that the para- 
meters which describe seismicity in a region show a 
spatial and temporal evolution which may be associated 
with the process of the generation of earthquakes. For 
example, one of the most common means of describing 
the pattern of seismicity in a given area is the value b in 
the Gutenberg-Richter relation: 

log N = a - b i n ,  (1) 

where N is the number of earthquakes of magnitude 
greater than m. Smith (1981) has shown that the value of 
b in New Zealand has shown a systematic increase in the 
period preceding large earthquakes. 

The recognition that many natural objects or systems 
are not well described by the familiar figures of geom- 
etry, but are better described in terms of fractals (Man- 
delbrot 1975) suggests that seismicity might also be 
described in these terms. It might be noted, first of all, 

from the power-law nature of the Gutenberg-Richter 
relation that the b-value is itself related to the fractal 
dimension of earthquake magnitudes (Turcotte 1986), 
which may be likened to the familiar example of the 
fractal dimension of sizes of islands in an ocean (Mandel- 
brot 1975). The fractal geometries of various aspects of 
fault systems have been investigated, notably the fractal 
dimension corresponding to the roughness of the trace 
of the San Andreas fault at the surface estimated by 
Aviles e t  a l .  (1986) and Okubo & A ki (1986). We use this 
evidence of the fractal nature of seismicity as a justifi- 
cation for analysing our data and the results of our 
numerical simulations in terms of fractal dimensions. 

The statistics of acoustic emissions measured in rock 
samples studied under compression in the laboratory 
show changes in event rate and b-value similar to those 
of sequences of naturally occurring earthquakes (Main 
e t  a l .  1990) and so it appears reasonable to conclude that 
there is an underlying similarity in the physics of the 
processes that are occurring in the Earth's crust and in 
laboratory samples, despite the large differences in scale 
of the processes. We suggest that this similarity between 
the characteristics of acoustic emissions in the labora- 
tory, which are clearly related to fracture, and the 
characteristics of sequences of seismic events suggests 
that it is valid to consider the latter phenomena in which 
fracture plays an important role. This approach differs 
from that of Mogi (1962) and Schoiz (1968) who linked 
b-values to (respectively) rock heterogeneity and ap- 
plied stress. The pre-existence of faults in an area does 
not necessarily imply that frictional sliding is the sole 
seismogenic process. This apparent conundrum might 
be explained by the hypothesis that faults act as conduits 
for circulating fluids from which cementing materials are 
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precipitated, particulary in zones with a long repeat 
time. 

Many attempts have been made to produce models of 
the seismic process which account for the observed 
magnitude statistics of earthquakes. Huang & Turcotte  
(1988) considered the effect of applying a stress to a two- 
dimensional system whose elements had an a pr io r i  
fractal distribution of strengths. Bak & Tang (1989) and 
Sornette & Sornette (1989) have used the concept of 
self-organized criticality to develop models which pre- 
dict a power-law distribution of ear thquake energies. 
However ,  these models do not explicity model the 
processes believed to operate during the fracture of 
rocks. 

It is the purpose of this paper to present an analysis of 
an ensemble of naturally occurring earthquakes which 
shows a clear example of evolution of the values of the 
parameters  describing this seismicity and their inter- 
relation. We present some results from laboratory ex- 
periments which show a similar evolution in event mag- 
nitude statistics, and provide a simple model of the 
failure process based on fracture mechanics. Our nu- 
merical modelling differs from that of von Seggern 
(1980), who modelled the effect on earthquake statistics 
of a transition from static to dynamic frictional stresses, 
in that we base our model on studies of rock fracture, 
which suggest the presence of both positive and negative 
feedback mechanisms. Cox & Paterson (1990) consider 
a small two-dimensional network which fractures under 
the imposition of an external stress, but their model 
focuses on the explicit calculation of the full per turbed 
stress field, rather than using an approach based upon 
stress intensities calculated simply from mean remote 
stresses and local crack lengths. Yamashita & Knopoff  
(1989) also consider a model based upon fracture- 
mechanics, but do not include a negative feedback 
process. 

EVOLUTION OF SEISMICITY AT PARKFIELD, 
CALIFORNIA 

The data used in this analysis were recorded in the 
Parkfield area of California, between 1970 and 1990. 
This dataset includes data relating to the nearby major 
event at Coalinga in 1983, as well as to large events in the 
Middle Mountain area in 1975. The data relate to a 
segment of the San Andreas fault about 60 km long, 
between a fault segment to the north-west which is 
essentially aseismic, and a segment to the south-east 
which seems to fail only by catastrophic earthquakes.  In 
order  to examine the evolution of ear thquake magni- 
tudes over a period of time, it is essential to be certain 
that the magnitude scale is consistent over the length of 
the period studied. In the present case, the catalogue has 
been analysed by Wyss et al. (1990) and Wyss (in press), 
and corrections made to provide magnitude information 
that is belived to be internally consistent. 

The b-value was calculated by the maximum- 
likelihood method (Aki 1985): 
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Fig. 1. Graph showing (a) b-values and (b) correlation dimensions 
estimated for the Parkfield area. The time co-ordinate is the date of the 
last earthquake in the analysis window. The same 100 event analysis 

windows are used in Fig. 2 

b -  logt0e (2) 
- m0' 

where r~ is the average magnitude and rn 0 is the 
threshold magnitude for complete reporting of earth- 
quake magnitudes. In this case the threshold magnitude 
used was 1.3. The b-value was calculated for windows of 
100 consecutive events and the window was advanced by 
10 events between each calculation. The calculated b- 
values are shown in Fig. l(a).  The asterisks on the time 
axis indicate the time of large earthquakes: the Middle 
Mountain events of 1975 (magnitude 4.5) and a major 
event which occurred on 2 May 1983 (the magnitude 6.7 
Coalinga earthquake).  Note that the b-value shows an 
increase before the event followed by a decrease in the 
post-event phase over a time-scale of around 1 year. 

Figure 2(a) shows the average magnitudes and Fig 
2(b) the rates of occurrence of events above the 
threshold magnitude. Note that this quantity also shows 
a systematic relationship with the occurrence of major 
events. For example, the event rates are higher during 
the period preceding the Coalinga event. 

The fractai dimension of the earthquake epicentres 
was calculated for the same event windows. It should be 
emphasized at this point that this fractal dimension is 
fundamentally different from other  fractal dimensions, 
such as that of ear thquake sizes (related to the b-value), 
and one need not, a pr ior i ,  expect any correlation 
between the two. One might, in principle, calculate a 
fractal dimension for the ear thquake hypocentres,  but 
the errors in estimating ear thquake depths suggest than 
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Fig. 3. Graph showing correlation of b-value residuals and corre- 
lation dimension residuals for the Parkfield area, and the least-squares 

best-fitting line. 

any attempt to find such a quantity would be prone to 
much greater errors than those involved in using the 
epicentres. The fractal dimension was estimated as the 
correlation dimension, which has been shown to be a 
good estimate of the fractal dimension (Grassberger & 
Procaccia 1983). The correlation dimension, De, is 
found from: 

D c = lim log C(r) (3) 
r~o log r 

where r is the radius of a circle on the Earth 's  surface and 
C(r) is the correlation integral: 

N 

C ( r ) = l i m  1 ~ H ( r - l x , - x j ] ) ,  (4) 
N ~ o c N  -~2 / ~ 

i , j=  1 

where N is the number of points in the analysis window, 
x are the co-ordinates of the epicentres and H is the 
Heaviside step function: H(x) = 0 for x < 0: H(x) = 1 
f o r x  > 0. 

The calculated correlation dimensions are shown in 
Fig. 1 (b). Examination of Fig. 1 suggests a relationship, 
there being an apparent negative correlation between b 
and D o This relationship is examined further by sub- 
tracting a low frequency trend from each of the b and D c 
curves, and plotting these residuals against each other,  
along with a least-squares best-fitting straight line (Fig. 
3). A correlation coefficient of - 0 . 17  was calculated for 
these data, indicating a weak negative correlation. In 
spite of the care taken to ensure that the earthquake 
magnitude information was consistent throughout  the 

catalogue, there may remain doubts that the b-value 
anomalies associated with large earthquakes are simply 
artefacts caused by, for example, saturation of recording 
networks. However ,  we can conceive of no reason why 
these doubts should apply to the epicentre information 
from which the correlation dimensions are calculated. 
We conclude, therefore,  that this analysis represents a 
valid example of the negative correlation between b- 
value and epicentre correlation dimension. Our results 
may therefore be compared with that of Hirata (1989), 
who found a weak negative correlation between b-value 
and correlation dimension for earthquakes in Japan• 

L A B O R A T O R Y  EXPERIMENTS ON ROCK 
FRACTURE: b-VALUES 

Triaxial deformation tests have been performed in the 
laboratory on intact samples of Darley Dale sandstone, 
a hard feldspathic sandstone (Sammonds et al. 1989). A 
confining pressure of 50 MPa was applied, and an 
additional compressive load applied via a servo- 
controlled actuator. The strain rate was maintained at 
10 -5 s - l ,  and a constant pore fluid volume was pre- 
served ( 'undrained'  test). During the experiment,  
acoustic emissions were detected by piezo-electrie sen- 
sors, and the peak amplitudes of single events measured. 
The seismic b-value was calculated for emissions during 
periods of 30 s. The b-value is calculated using the Aki 
maximum-likelihood formula by identifying the decibel 
value of the acoustic emission with an earthquake mag- 
nitude• 
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Fig. 4. (a) Measurements of  stress (heavy l ine) and event-rate ( thou- 
sands of emissions per logging interval) and (b) b-values during 

deformation of Darley Dale sandstone in the laboratory. 

An example of a typical set of results is shown in Fig. 
4. At low stresses, corresponding to times less than 3000 
s, the event rate is low, and meaningful b-values are not 
calculated• The failure of the sample is marked by an 
abrupt drop in stress at 6200 s. The figure shows a 
maximum in the b-value at around 4000 s, preceding a 
minimum coincident with failure of the specimen by 
fracture. The pre-failure phase is also characterized by 
high event rates. We interpret this similarity between 
the behaviours of event rates and b-values as suggesting 
that similar processes occur in the Earth 's  crust during 
the generation of earthquakes as in the laboratory dur- 
ing fracture, and on this basis we seek to explain these 
phenomena in terms of a fracture-mechanical model. 

FRACTURE-MECHANICAL MODEL 

one-dimensional array of elements, but the remotely 
applied stress might be imagined to be applied in some 
direction in the two-dimensional plane containing the 
fault, for example,  a tensile stress applied perpendicular 
to the fault. This section describes the processes 
modelled, and introduces the manner  in which they are 
incorporated into our one-dimensional model. 

When a crack is introduced into a material under 
stress, the stress field in the vicinity of the crack is 
modified. The manner  of this modification is described 
by the stress intensity factor, K. In a simple model of 
extensional fracture (Griffith 1924) an initial flaw in the 
sample would develop into a crack which grows rapidly 
as the stress in the vicinity of the crack tip is amplified by 
the presence of the crack itself. Crack growth continues 
as long as the local stress intensity factor exceeds the 
critical level, or fracture toughness, Kc. Observation of 
fracture development  during compressional loading, 
however,  suggests that this model is not applicable to 
this case, and that prior to failure the sample suffers 
widespread damage (Peng & Johnson 1975, Wong 1982, 
Cox & Scholz 1988)• The nature of this damage depends 
upon the experimental conditions such as the speed and 
configuration of loading and the presence of a chemi- 
cally active pore fluid (Main et al. 1990). Under  com- 
pression, cracks are observed to grow parallel to the 
principal axis of compression (Tapponnier  & Brace 
1976). In the early stages of damage, crack growth is not 
continuous, and appears to stop when the stress has been 
locally relieved. This relief of stress has been analysed 
for the case of growing wing cracks by Ashby & Hallam 
(1986) who show that initially such tensile cracks grow 
stably under a compressive deviatoric stress field, and 
instability only develops when the mean crack length 
approaches the mean crack separation. The general 
features of our model are illustrated in the cartoon in 
Fig. 5. 

Costin (1983, 1987) has described the same phenom- 
enon in terms of a 'domain'  surrounding a growing 
crack. Initially the crack is deemed to relieve the stress 
intensity within the 'domain'  and growth is inhibited as 
the crack semi-length approaches the radius of the 
'domain'• We follow Costin (1987) by assuming that the 
reduction of stress intensity factor, K, at the crack tip is 
described by: 

Description of  the model and its basis 

We consider a 'fault '  to be an isolated one- 
dimensional feature composed of a series of differing 
fracture toughnesses. The whole fault is subject to a 
uniform remote stress, but locally the stress may be 
modified by the existence of cracks. By 'crack' we mean 
an element,  or series of elements,  whose fracture tough- 
ness is exceeded by the local stress. We specifically 
examine two effects which occur as the remote stress is 
increased: the effect of introducing an isolated crack into 
the fault, and the effect on crack evolution of the 
interaction of nearby cracks. Our model is one- 
dimensional in the sense that the fault is represented by a 

(5) 

where S, is the remote stress, d is the radius of the 
'domain'  and a is the crack half-length. This equation is 
unlikely to be correct in detail, but it conserves the 
essential physical idea that under compression, growth 
of individual cracks occurs in a stable mode,  and is 
unlikely to be the cause of dynamic failure. The stability 
of this quasi-static state of damage is due to the negative 
feedback between the increase in crack length and the 
stress intensity, represented by the term ( d -  a)/d in 
equation (5). 

We adopt a similar approach to the question of crack 
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Fig. 5. Cartoon to illustrate the processes believed to be occurring 
during the fracture of rocks. 

interaction, which is now known to be the dominant 
process leading to rock failure in compression (Wong 
1982), and which has been studied in detail by, for 
example, Nemat-Nasser & Horii (1982), Horii & 
Nemat-Nasser (1985) and Ashby & Hallam (1986). The 
complexity of this problem has meant that analytical 
solutions are only available for special geometries of 
interacting cracks, for example, an infinite series of 
identical cracks (Irwin 1957), but comparisons of the 
solutions obtained using different approaches (Rudnicki 
& Kanamori 1981; Costin 1987), suggest that useful 
results can be obtained using a simple expression to 
calculate the stress concentration in the region between 
nearby cracks. The main feature of all of these models is 
that the stress intensity at the tip of a crack is increased 
by the presence of a neighbour, and the stress in the 
intervening region is also increased. This corresponds to 
a positive feedback in the crack's growth process, 
eventually leading to a runaway instability. Following 
Rudnicki & Kanamori (1981) we use the equation: 

K ~ S r (C tan(~a/2c)) 1/2, (6) 

where c is the centre-to-centre distance between adjac- 
ent cracks. 

Equations (5) and (6) show the effect of the 'domain 
of stress intensity relaxation' and "crack interaction' for 
the elements which are at the tips of growing cracks. The 

wav in which the stress intensity factor changes as we 
move away from the crack tip is not known. We assume 
in this work that the 'stress intensity relaxation' effect 
declines exponentially away from the crack tip, and that 
the ' interaction effect'  declines according to a tangent 
law. In principle, therefore,  the stress intensity factor in 
every fault element is affected by the existence of even a 
modest number  of cracks. In practice, however,  this 
effect is negligible except for the fault elements in the 
close vicinity of a crack. 

Figure 6 illustrates the algorithm with which these 
ideas are applied to our model. Each fault element is 
assigned a critical stress intensity, Ko or 'fracture 
toughness'.  The fracture toughnesses are initialized as 
steps in a ' random walk', i.e. the fracture toughness of 
each element is greater than that of its neighbour by the 
length of a 'step'. The step lengths are selected randomly 
from a zero-mean Gaussian distribution and shifted so as 
to make all element fracture toughnesses initially posi- 
tive. The random walk is chosen as a means of initializ- 
ing the model because it is a good approximation to 
many processes found in nature (Mandelbrot  1977). It is 
supposed that each of the fault elements will contain 
small flaws which will propagate (resulting in failure of 
the fault element) when the critical stress intensity factor 
for that element,  Kc, is exceeded by the local stress 
intensity factor. The local strength, then, is a function of 
the fracture toughness and of the lengths of nearby 
cracks. For simplicity, we imagine that the remote stress 
will give rise to a general stress intensity factor which is 
uniform over the fault in the absence of failed elements. 
The local stress intensity factor, however, is a function of 
the remotely applied stress and the presence of cracks 
(fault segments of one or more adjacent failed fault 
elements). The remote stress is incrementally increased 
by a constant amount at each step, and the effect of this 
increase and the resulting changes on local stress, and 
hence the distribution of cracks, is examined at each step 
using equations (5) and (6). The iteration is considered 
to be complete when a stable configuration, with no un- 
failed fault elements having lower Kc- than the local 
stress intensity factor, has been attained. 

Initialize fault strength and 1 
remote stress 

t 
[ Increase romot0 s ess 

Calc.late local s~esses I 

[ Check for existence of cracks [ 

Yes I New crack formed? I 
INo 

I CalculatoD, b I 
Fig. 6. Flowchart to illustrate the algorithm used to model crack 

growth in the one-dimensional model described in this paper. 
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Before incrementing the stress, the crack sizes and 
distributions are analysed by calculation of a fractal 
dimension, and by calculating a b-value. Whereas the b- 
value for earthquakes is commonly estimated using 
equation (2), in the case of a model such as this it is less 
clear how to identify 'crack length' with earthquake 
magnitude. We calculate b-values assuming that magni- 
tude scales logarithmically with crack length, with m0, 
the threshold magnitude for complete reporting of 
earthquake magnitudes, taken as zero, corresponding to 
the fracture of a single element. This is consistent both 
with a simple dislocation model of the seismic source 
(Kanamori & Anderson 1975) and with the power-law 
distribution of fault associated with a fractal distri- 
bution. 

The fractal dimension, D is measured using a 'box- 
counting' method, as described, for example, by Feder 
(1989). This is a standard method for the computation of 
a fractal dimension and was chosen for computational 
convenience. The numbers of 'boxes' needed to cover 
the cracks are plotted against the sizes of boxes used, on 
log-log axes, the fractal dimension being the negative 
slope of a straight line passing through the points plot- 
ted. An example of this measurement is shown in Fig. 7. 
The extent to which this estimate of a fractai dimension 
is valid may be judged from the straightness of the line 
on Fig. 7. This indicates fractal behaviour over the range 
of scales shown. 

The Hurst number (H) is calculated as: 

H = n - D, (7) 

where n is the Euclidean dimension of the system. In our 
case, n = l  and hence 0 < D < I ,  while I > H > 0 .  
H > 0.5 suggests a predictability or persistence of the 
system (Feder 1989), while H < 0.5 suggests a clustering 
or anti-persistence. 

Observations 

Experiments were conducted using faults of different 
lengths, and all showed similar behaviour. A large 'fault' 

Calculation of Fractal Dimension 
1 . 2  q 
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Fig. 7. Example illustrating the calculation of the fractal dimension, 
D, which is given by the negative gradient of the line fit to the points, 
which represent the number of 'boxes'  of a certain size required to 

cover the failed elements. 

array is desirable for collecting adequate statistics of 
crack lengths, but obviously requires greater computa- 
tional resources. In practice a fault length of 1024 
elements was used to investigate a large region of para- 
meter space, and individual situations investigated using 
a larger array. A cartoon of the general effects observed 
is shown in Fig. 8. As the remote stress level is increased, 
the fracture toughness of a part of the fault (Fig. 8a) is 
exceeded. If this part is isolated, the fault may be 
inhibited from growing by local relaxation of the stress 
intensity according to equation (5), even though the 
remote stress level is increased (Fig. 8b). However, if 
nearby parts of the fault fail, the stress intensity in the 
intervening segment may be sufficiently intensified 
(equation 6) to cause the failure of elements whose 
fracture toughness is greater than the general stress 
intensity level. The former corresponds to negative 
feedback in the local stress intensity with respect to 
crack growth, and the latter to positive feedback and 
incipient instability. 

In the initial stages of the experiment, failure tends to 
occur on isolated fault segments, and failure adjacent to 
these cracks is inhibited. This leads to patches showing 
well-ordered crack distributions with low fractal dimen- 
sion, less than 0.5, and high values of b, because of the 
predominance of small cracks. The Hurst number will 

b) position on fault 

position on fault 
Fig. 8. Cartoon to illustrate the evolution of strengths of fault ele- 
ments and their influence on local stress intensities. The irregular line 
represents the strength (Kc) of the fault elements. In the upper figure, 
three parts of the fault have a lower strength than the general stress 
intensity level (represented by the dotted area), and form cracks. In 
the lower figure the general stress intensity level has increased to the 
level indicated by the heavily shaded area. It can be seen that the crack 
on the left has relaxed the stress in its neighbourhood,  and hence has 
not grown, despite the higher general stress intensity level. However,  
the two cracks on the right have interacted to intensify the stress 
between them, causing failure of a fault segment,  even though its 

strength is greater than the general stress intensity level. 
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therefore  be greater  than 0.5, showing that these geom- 
etries lie in the 'persistent '  regime (Feder  1989). This 
term, implying a predictability of crack location (they 
are more evenly spaced than for a random dis t r ibut ion--  
H = 0.5), applies solely to the geometry  of the cracks, 
and not the the physical process taking place, which is, in 
this case, a sort of negative feedback in the sense 
described above. 

As the exper iment  proceeds,  the likelihood in- 
creases that two or more  cracks will occur in the same 
neighbourhood despite the relaxation in stress, and 
this results in patches in which failure occurs as a result 
of crack interaction, with a consequent  decline in b- 
value. Eventually the whole fault is consumed by this 
process and the the b-value declines rapidly during a 
catastrophic phase. An illustration of the evolution of 
part  of the fault is shown in Fig. 9. Note that the 
elements  indicated as 'a" and "b" have the same fracture 
toughness, but e lement  'a" fails before element  'b '  be- 
cause of the effects of nearby cracks. The evolution of 
b-value and fractal dimension are shown in Fig. 10(a). 
This figure may be compared  with Fig. 10(b) which 
shows the evolution of seismicity observed for a model 
in which nearby cracks had no intensifying influence 
on the local stress. The model including both negative 
and positive feedback mechanisms shows a fractal 
dimension which rises steadily with increasing remote  
stress, reflecting the manner  in which the cracks 
occupy more  and more of the space. During periods 
dominated by crack coalescence, the b-value is in anti- 
correlation with the fractal dimension, a situation ob- 
served in natural seismicity in Japan (Hirata ,  1989). 
This figure may also be compared  with the obser- 
vations of Smith (1981) and Main et al. (1989). In 
contrast,  the model including only negative feedback 
shows, following an initial anomalous  period, a mono-  
tonic increase in b-value and fractal dimension. 

DISCUSSION 

Observat ions of seismicity suggest a relationship be- 
tween the distribution of ear thquake magnitudes and 
the distribution of ear thquake epicentres. Hirata  
(1989) has shown that the b-value and fractal dimen- 
sion of epicentres,  measured by a two-point corre- 
lation dimension in the Tohoku  region of Japan,  show 
a negative correlation, and we find that the same re- 
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Fig. 10. (a) Graph showing how the b-value (squares) and fractal 
dimension, D (diamonds), of the fault evolve as the remote stress level  
is increased. (b) As Fig. 4(a), but for a model in which crack 

interaction does not influence the stress between cracks. 
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lationship holds in the case of earthquakes occurring in 
the Parkfield area. The evolution of b-value has been 
reproduced during fracture experiments on natural 
rock samples, suggesting that the processes observed in 
the laboratory may be occurring on a larger scale during 
the seismic cycle, and that it is appropriate to seek to 
explain the features of seismicity in terms of a fracture- 
mechanical model. These observations imply a large- 
scale organization, with a power-law distribution of 
crack sizes and a fractal pattern of earthquake epi- 
centres. An important question is how such a large-scale 
organization can arise in the absence of long-range 
interactions. 

The model of Huang & Turcotte (1988) produces a 
power-law distribution of 'earthquake'  sizes from a pre- 
existing fractal distribution of fault fracture tough- 
nesses. It may be true that natural faults have an organ- 
ized pattern of fracture toughnesses, but it is neverthe- 
less interesting to observe that the simple rules we 
employ here, which describe only short-range effects 
can give rise to a realistic sequence of configurations 
which pervade the whole system. In this respect our 
model is reminiscent of current models of critical 
phenomena (e.g. B a k e t  al. 1987, Bruce & Wallace 
1989). Because our model does not deal solely with 
nearest-neighbour interactions, and is not based on 
integer arithmetic, it would not be correct to refer to it, 
sensu  s tr ic to ,  as a cellular automaton. However, it is 
informative to compare our model with other models of 
seismicity which have been presented recently: for 
example, the family of models based upon the concept of 
a network of blocks which are connected by springs and 
which slide under friction on a plane. This frictional 
model was originally proposed by Burridge & Knopoff 
(1967). It has been adapted to consideration of a large 
array of sliding blocks by Carlson & Langer (1989), and 
this idea has been cast in the form of a cellular automa- 
ton model by Rundle & Brown (1991). Such models do 
not include an explicit negative feedback mechanism, 
but are governed by a stick-slip frictional law which 
prevents sliding until a certain threshold has been 
reached. Positive feedback is provided by the velocity- 
weaking characteristics of the frictional law employed. It 
has been hypothesized that these cellular automaton 
models give rise to a long-.range order in a similar way to 
the manner in which a simple 'sand avalanche' model 
(e.g. Bak & Tang 1987) gives rise to a self-organized 
critical system with a power-law distribution of ava- 
lanche sizes. Our model produces a similar long-range 
order, based on simple short-range interactions, but 
does not resemble a self-organized critical system, be- 
cause it does not reach a state of dynamic equilibrium. 
Rather,  it leads through a sequence of ordered states to a 
catastrophic change. In this respect it bears more resem- 
blance to a system undergoing a phase transition. 

CONCLUSIONS 

We have analysed data from naturally occurring seis- 
mic events occurring over a period of around 15 years, 

and from acoustic emissions generated during labora- 
tory experiments on rock fracturing, and have con- 
cluded that the similarity between the evolutions of b- 
values and event-rates suggests that fracture-mechanical 
phenomena play an important r61e in determining the 
evolution of seismicity. On this basis we have con- 
structed a simple model of fracture incorporating the 
short-range processes believed to be applicable to fault 
material, and have shown that these processes can give 
rise to positive and negative feedback scenarios and 
persistent and anti-persistent geometries of failure. It is 
well known from the study of universality in physics 
(Bruce & Wallace 1989) that one of the most important 
parameters in determining the behaviour of critical 
systems is the dimension of the space in which this 
physical system exists. From this observation it is evi- 
dent that the precise values of, say, fractal dimensions, 
and their evolution, cannot be derived from our model, 
since we are simulating a process which occurs in three 
dimensions by considering a one-dimensional model. 
Furthermore, it is clear that the precise form of these 
processes is not accurately described by our algorithm. 
Nevertheless the results obtained for the global proper- 
ties of the system show a good agreement with the 
observations of failure during both natural seismicity 
and laboratory experiment. Noting that a variety of 
physical situations (for example, magnetic and chemical 
phase changes) are recognized to lead to similar global 
geometries (Bruce & Wallace 1989), our results may be 
seen as being in accord with the idea that the study of 
rock failure can be related to that of critical phenomena. 
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